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The problem

1. Component Feature Sizes becoming small - 65 nm or 
less, some now reaching sub 20 nm

2. Increase in sensitivity to single event effects. Even 
atmospheric neutrons are becoming a problem

3. HEP has unique background. It has common points to 
other applications but has to deal with different particle 
composition, cryogenics operation, etc. 

4. We also use a lot of the same components, but not 
enough to (sometimes) justify production - using COTS 
would be nice. 



Upset is a mechanism induced by a nuclear reaction that 
happens inside the ASIC

In newer chips there is data that show that even dE/dx 
can cause upset

Most are not fatal, but produce spurious data or prevent 
future operations

Power devices, on the other hand, can suffer from fatal 
upsets - gate rupture, burnout. 
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expect in one second it would take 11 1/2 days. For small cross sections this means a long term52

test.53

• Test facilities - There are a number of facilities, LANSCE, TRIUMF and TSL, for example that can54

deliver a neutron spectrum similar to shown in Fig 2. Neutron flux in these facilities are high and55

measurements could be done quickly. The downside is that it will be for neutrons only, without56

taking into consideration other particles in the mix although their contribution are small.57

• ATLAS - This is an option to use the ATLAS itself to test devices. It would be the ideal place to58

test as devices would be submitted to the relevant background. The two problems are access and59

investment in ancillary equipment such as power supplies, communications and cabling. This op-60

tion, would give the most accurate measurement of SEU rates and with multiple devices eliminate61

most of the safety factors.62

Particle Threshold Old Simulation New Simulation
(MeV) (cm−2) (cm−2)

photon 0.100 4.45 × 1012 4.08 × 1012

10 1.41 × 1011

neutron 0.100 1.83 × 1012 1.90 × 1012

10 3.52 × 1011

21 3.51 × 1011 2.90 × 1011

( e+ + e− ) 0.100 6.99 × 1010 7.60 × 1010

10 2.36 × 1010

(π+ + π−) 10 1.04 × 1010

21 1.16 × 1010 1.03 × 1010

proton 10 8.00 × 1010

21 8.02 × 109 7.63 × 109

(µ+ + µ−) all 3.5 × 107

Table 1: Fluence of particles in the liquid argon crate region background for 1000 f b−1 for Old and New
simulations for different particle energy thresholds.

4 Comparing to Measured Numbers63

A number of sensors have been placed in the ATLAS experiment to monitor the radiation levels and few64

of them are placed near the liquid argon calorimeter crates. These measurements provide means to check65

if simulations are appropriately done. These checks are necessary to improve on our knowledge of the66

radiation levels and allow us to design the appropriate electronics for the upgrade phase. The LHC is67

currently colliding protons at
√

s = 7 TeV and the simulations done at
√

s = 14 TeV . Therefore we68

expect simulation values to be higher by approximately 15% to 20%.69

We describe below estimates for the various quantities measured on the basis of very simple models70

to best describe what is actually detected. The starting point for the calculations are the various particle71

spectra obtained from the simulations. The models can obviously be improved and we will indicate for72

each case if these are upper limits and point out uncertainties.73

For 1000 fb-1 (approximately 10 years)
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Fig. 3. Heavy ion single event upset cross sections measured at LBNL and
TAMU compared to MRED simulated cross sections. Protons, for comparison,
have a maximum LET of approximately .

Fig. 4. The weighted sensitive volume model used to model the response of a
65 nm CMOS SRAM cell. The surface area of each volume is correlated with
normally-incident heavy ion cross sections.

model and associated critical charge are used through the re-
mainder of the paper.

V. MRED SIMULATION RESULTS

The strength of first-principles Monte Carlo simulation is that
the calibrated device model can be used to study mechanisms
and predict the device response in other radiation environments.
The model may be used to predict the device response where ex-
perimental measurements may have systematic errors or cannot
be made.

A. Proton Response

The low-energy proton response was computed using MRED
with the calibrated model by extending the simulation of pri-
mary energies below 32.5 MeV. With only a few key calibra-
tion points to establish the charge collection volumes and crit-
ical charge we are able to capture the variety of mechanisms
that result in the SEU cross sections in Fig. 6. The high-energy
proton cross sections show good agreement with the measured
data and the simulation predicts the steep increase in cross sec-
tion below 2 MeV. While we can estimate the 1.4 MeV protons
will be slowed and pass through the active silicon with a most
probable energy of 430 keV, systematic errors in the energy of
the proton as it passes through the device are not easily quan-
tifiable. These errors are discussed further in Section VI.

Fig. 5. Simulated single event upset cross sections as a function of collected
charge. Vertical dashed line indicates a critical charge value providing the least
error to experimental cross sections.

Fig. 6. Simulated and experimental proton cross sections. Model provides good
agreement at high energy and captures the steep increase in cross section at low
energy.

The nature of a physics-based simulation allows one to cap-
ture events resulting in an upset. Fig. 7 illustrates examples of
the different physical mechanisms leading to upset as predicted
by MRED. The 1.4 MeV proton on the left passes through a
representative back-end-of-line and exceeds the critical charge
solely by electronic stopping. The event in the middle illus-
trates a short range silicon recoil that has been displaced by a
4.6 MeV proton and traverses the device. At higher energies,
such as 32.5 MeV, spallation reactions produce secondary frag-
ments that easily upset the device as they pass through.

B. Rate Predictions

The model was used to predict the single event error rate in
isotropic space environments. Flux versus energy spectra were
obtained from CREME96 and transported through 100 mils
of aluminum shielding. All species from to 92 were
simulated. The computation included both electronic and nu-
clear energy loss and the contribution of each particle species
was recorded. Energy filters required a minimum of 10 keV

Bendel Fit

28Si(n,α)
28Si(p,α)

SRAM 65nm

Virtex 5

Device = 10-13 cm2/bit
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model and associated critical charge are used through the re-
mainder of the paper.

V. MRED SIMULATION RESULTS

The strength of first-principles Monte Carlo simulation is that
the calibrated device model can be used to study mechanisms
and predict the device response in other radiation environments.
The model may be used to predict the device response where ex-
perimental measurements may have systematic errors or cannot
be made.

A. Proton Response

The low-energy proton response was computed using MRED
with the calibrated model by extending the simulation of pri-
mary energies below 32.5 MeV. With only a few key calibra-
tion points to establish the charge collection volumes and crit-
ical charge we are able to capture the variety of mechanisms
that result in the SEU cross sections in Fig. 6. The high-energy
proton cross sections show good agreement with the measured
data and the simulation predicts the steep increase in cross sec-
tion below 2 MeV. While we can estimate the 1.4 MeV protons
will be slowed and pass through the active silicon with a most
probable energy of 430 keV, systematic errors in the energy of
the proton as it passes through the device are not easily quan-
tifiable. These errors are discussed further in Section VI.

Fig. 5. Simulated single event upset cross sections as a function of collected
charge. Vertical dashed line indicates a critical charge value providing the least
error to experimental cross sections.

Fig. 6. Simulated and experimental proton cross sections. Model provides good
agreement at high energy and captures the steep increase in cross section at low
energy.

The nature of a physics-based simulation allows one to cap-
ture events resulting in an upset. Fig. 7 illustrates examples of
the different physical mechanisms leading to upset as predicted
by MRED. The 1.4 MeV proton on the left passes through a
representative back-end-of-line and exceeds the critical charge
solely by electronic stopping. The event in the middle illus-
trates a short range silicon recoil that has been displaced by a
4.6 MeV proton and traverses the device. At higher energies,
such as 32.5 MeV, spallation reactions produce secondary frag-
ments that easily upset the device as they pass through.

B. Rate Predictions

The model was used to predict the single event error rate in
isotropic space environments. Flux versus energy spectra were
obtained from CREME96 and transported through 100 mils
of aluminum shielding. All species from to 92 were
simulated. The computation included both electronic and nu-
clear energy loss and the contribution of each particle species
was recorded. Energy filters required a minimum of 10 keV

Bendel Fit

28Si(n,α)
28Si(p,α)

SRAM 90nm

SRAM 65nm

Virtex 5

Device = 10-13 cm2/bit

65 vs 90 nm SRAM 14
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The strength of first-principles Monte Carlo simulation is that
the calibrated device model can be used to study mechanisms
and predict the device response in other radiation environments.
The model may be used to predict the device response where ex-
perimental measurements may have systematic errors or cannot
be made.

A. Proton Response

The low-energy proton response was computed using MRED
with the calibrated model by extending the simulation of pri-
mary energies below 32.5 MeV. With only a few key calibra-
tion points to establish the charge collection volumes and crit-
ical charge we are able to capture the variety of mechanisms
that result in the SEU cross sections in Fig. 6. The high-energy
proton cross sections show good agreement with the measured
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energy.

The nature of a physics-based simulation allows one to cap-
ture events resulting in an upset. Fig. 7 illustrates examples of
the different physical mechanisms leading to upset as predicted
by MRED. The 1.4 MeV proton on the left passes through a
representative back-end-of-line and exceeds the critical charge
solely by electronic stopping. The event in the middle illus-
trates a short range silicon recoil that has been displaced by a
4.6 MeV proton and traverses the device. At higher energies,
such as 32.5 MeV, spallation reactions produce secondary frag-
ments that easily upset the device as they pass through.

B. Rate Predictions

The model was used to predict the single event error rate in
isotropic space environments. Flux versus energy spectra were
obtained from CREME96 and transported through 100 mils
of aluminum shielding. All species from to 92 were
simulated. The computation included both electronic and nu-
clear energy loss and the contribution of each particle species
was recorded. Energy filters required a minimum of 10 keV
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Fig. 4. Neutron spectrum measured on the roof of the IBM T. J. Watson
Research Center in Yorktown Heights, NY.

the resolution of the spectrometer, and it appears in the mea-
sured spectrum because it is present in the calculated spectrum
[26], [27] used as the default spectrum for the unfolding.

The representation of the neutron spectrum in Fig. 4 is stan-
dard in the field of radiation protection, but not in the literature
on SEUs or cosmic-ray physics. It is conceptually simpler to plot

, but for neutrons, that typically requires a log-log plot
covering many orders of magnitude on both axes, making details
difficult to see. The large range of neutron stems from
its characteristic dependence when neutrons slow down in
a scattering medium. is relatively flat and can be
plotted on a linear scale. is mathematically identical
to . In a plot of against , equal
areas under the spectrum in different energy regions represent
equal integral fluxes. In Fig. 4, it is visually apparent that about
30% of the neutron flux in the measured spectrum is at energies
above 10 MeV.

The total neutron flux at this location was 0.0134 ,
which is 6% higher than an earlier measurement by Goldhagen
et al. at sea level in Hampton, VA, and about 250 times lower
than the flux measured on an airplane at 12 km altitude over
Oakland, CA [14].

B. Trends in the Neutron Flux

The intensity of cosmic-ray induced neutrons (and other sec-
ondary cosmic radiation) in the atmosphere varies with altitude,
location in the geomagnetic field, and solar magnetic activity
[17]–[20]. Atmospheric shielding at a given altitude is deter-
mined by the mass thickness per unit area of the air above,
called atmospheric depth. The geomagnetic field deflects low-
momentum primary cosmic particles back into space, lowering
the neutron flux produced in the atmosphere. The minimum
momentum per unit charge (magnetic rigidity) that an incident
(often, vertically incident) particle can have and still reach a
given location above the earth is called the geomagnetic cutoff
rigidity (cutoff) for that point. The varying magnetic field car-
ried outward from the sun by the solar wind plasma that per-
meates the solar system also reduces the cosmic-ray intensity at
earth. This solar modulation has been measured for decades by a
number of neutron monitors on the ground at various locations,

[30]–[32] for example. The cosmic-ray induced neutron flux is
highest when solar activity is at a minimum (solar minimum),
and lowest during solar maximum.

As will be shown below, the shape of the outdoor ground-
level neutron spectrum above 5 MeV does not change signifi-
cantly with altitude, cutoff, or solar modulation. To account for
the effects of these variables on the total flux, the neutron flu-
ence rate spectrum outdoors at any location can be expressed as
follows:

(3)

where is the fluence rate spectrum at a reference
location (e.g., New York City at sea level and mid-value solar
modulation), is the atmospheric depth, is the vertical geo-
magnetic cutoff rigidity, is the relative count rate of a neutron
monitor measuring solar modulation, is a function de-
scribing the dependence on altitude (i.e., on atmospheric depth)
and is a function describing the dependence on
geomagnetic location and solar modulation (and also depth). At-
mospheric depth is given by , where is the barometric
pressure and is the acceleration of gravity. Vertical cutoff de-
pends primarily on the horizontal component of the earth’s mag-
netic field. It is near zero at the poles and has a maximum of 15
to 17 GV at the equator. (GV is a unit of rigidity, GeV is a unit
of energy.) Consequently, the cosmic-ray induced neutron flux
is higher at the poles and lower at the equator. Values of for
cosmic rays reaching the atmosphere have been calculated by
Shea and Smart [33] for a grid of locations covering the globe
and updated for the Federal Aviation Administration [34].

In (3), the main altitude dependence is exponential attenua-
tion

(4)

where is the atmospheric depth at sea
level, and is the effective attenuation length
in the atmosphere for neutrons above 10 MeV, as determined by
the fit to the data described below. varied by almost a factor
of 15 from sea level to the 3450 m altitude of the measurement
site at Climax, CO,—a far larger variation than the global varia-
tion with cutoff, which is about a factor of 2 from equator to pole
at sea level, and 3 at the highest inhabited altitudes. Solar mod-
ulation is smaller still, about a 25% decrease from maximum
to minimum recorded monthly-averaged rates at polar locations
near sea level (McMurdo and Oulu neutron monitors [30], [31])
and 7% at the equator, and 30% to 12% for polar and equa-
torial sites at high elevations (Climax and Huancayo-Haleakala
monitors [32]).

The function in (3) is a depth-dependent
Dorman function developed by Dorman and Yanke and param-
eterized by Belov, Struminsky, and Yanke (BSY) to describe the
location dependence of ground neutron monitor rates in terms
of cutoff and barometric pressure [35], [36]. It has the general
form

(5)
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Part Number  Range Clock Power Manufacturer Max. Dose
(bits) (MHz) (mW) (kRad)

AD9265-80 16 80 210 ADI 220

AD9268-80 16 80 190 ADI 160

AD9269-40 16 40 61 ADI 120

AD9268-65 16 65 175 ADI 170

LTC2204 16 40 480 Linear 180

LTC2173-14 14 80 94 Linear 105

LTC2193 16 80 125 Linear 220

ADS6445 14 125 320 TI 210

ADS5263 16 100 280 TI 680

HMCAD1520 14 105 133 Hittite 700

Results for ADC qualification

ADS5263 and HMCAD1520 are particularly resistant to total dose. They will be tested for 
single event effects and possible mitigation techniques developed. All ADCs are 
manufactured using 180 nm feature size, with the exception of  LTC2204 that is 
manufactured in 350 nm. 



Most new COTS can (potentially) sustain substantial 
total dose. 

SEU on the other hand is another issue. Here we need 
to learn if parts don’t die, and if it is only upset, how to 
get out of it - how long etc... -> MITIGATION. 

Industry already does test parts, e.g. Xilinx, Altera but 
many of the strategies need to be custom built for HEP

We also need to understand how the way we use 
components influence on radiation. For example, 
annealing cycles. 



Another important topic is radiation monitoring, 
especially SEU. Need to have good references when 
testing, and also running the experiment. 

It is a somewhat moving target as technology evolves - 
here there are many strategies - use pin diode, 
memories, CCDs, etc. 



Plans for immediate future

1. Test COTS, ADCs, Optical Link components and 
FPGA.

2. Collaborate with people who already have expertise. 
In some cases collaborate with Industry.

3. Test with Neutrons - Currently scheduled tests at 
LANSCE.

4. Looking for schedule at Uppsala and CERN. 

5. Our baseline has been Mass General (intense beam)



proton neutron e and µ γ

dE/dx Yes No Yes* No

Threshold for
particle prod. 

7.9 MeV
α

2.75 MeV
α - ~12 Mev

p

Space
Environment Yes No No No

Terrestrial
Environment No Yes Yes ~Few

Flux at
Electronics

<0.001 
kHz/cm2

1 kHz /
cm2

0.1 kHz /
cm2

1 kHz /
cm2

If we want to use ≲130 nm feature size ICs

(non thermal)


